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Abstract—It is considered a problem of automatic speech recognition at basic, phonetic level of speech
signal processing. It is researched a problem of noise-immunity increase. For its solution it is proposed a
criterion of minimum information divergence of the signals with tuning to a speaker voice and automatic
scaling of speech template to thin structure of observed (current) speech frame. An example of its
practical realization is considered, efficiency characteristics are researched. Applying the authors’
software we carry out an experiment and obtain qualitative estimations of threshold signals gain in case of
application of proposed criterion. It is shown than this gain can be 10 dB and greater under certain
conditions. Obtained results and drawn conclusions are intended it to their application for development
and modernization of existent systems and techniques of automatic processing and recognition of speech
intended it to operation in conditions of intensive noise effect.
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INTRODUCTION

Automated speech recognition (ASR) is one of the most developing directions in digital processing of
signals for many years [1]. The most popular methods are neural networks methods and models [2], on their
basis using technology “client-server” there are realized the most known developed methods [2, 3]. In this
trending direction of ASR now there are achieved the most impressive results including commercial.

But there are amount of problems which put obstacles in the way of further progress in this research field.
General and principal drawback of multi-layer neural network structures is their resource-intensity
generating a problem [4] of practical realization of current-technology ASR algorithms in autonomous
(without internet application) version. There is related another actual problem in conditions of information
society: protection of voice information from unauthorized access [5]. There is a daunting problem
especially in the systems of voice control [6]. Hence, last years ASR practical application field is
approximately in the limits of interactive inquiry-information systems [3] that does not meet the potential
possibilities of voice technologies.

Efficient way of voice information protection is tuning of the ASR algorithm to the user voice [1, 5]. But
such tuning (not confuse the system adaptation to specificities of the user voice [2]) is principally
inapplicable in case of neural networks approach to ASR, departing from the principle of independence of
decision-making form the speakers.

Therefore many specialists use [5, 6] recourse-saving phonetic approach [1, 7], which is based on
probabilistic models of minimum speech units (MSU) like phonemes and their allophones. At that its
application field does not restricted by voice control systems and it spreads to coding systems and voice
transmission via leased channel and also analysis of thin structure of voice signals in the problems of voice
identification of speakers, users verification, language learning, etc. [8, 9].

ASR problem in general case is stated [9, 10] as multi-alternative verification of statistic hypotheses
about a law of probabilities distribution of samples vector of observed (current) MSU. Tuning to a speaker
voice is realized by means of shaping of finite set of reference distributions at preparatory stage. Mentioned
procedure is not a problem in calculation meaning [8] and it can be used in the mode of regular update of
phonetic data base form specific speaker calculating on known variations of phonetic system of his oral
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