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The paper describes a modernization of Pearson’s method for approximation of experimental

distribution of radar signals. The modified method permits us to facilitate the approximation

procedure and to extend the field of application of the Pearson method.

Selection of some or other statistical models for an appropriate description of experimental distributions of radar

signals may be based on known empirical methods, such as the application of Johnson’s and Pearson’s distributions, the

expansion into Edgeworth’s series, etc. [1–3]. The well-known system of Pearson’s distributions satisfies the differential

equation [1, 3]
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where ai and bi are parameters of the distribution.

If the first primary moment m1 = 0, then the parameters ai and bi can be determined by the formulas [1, 3]
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where Dn are the nth order central moments; d �  	18 12 10
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Approximation of the experimental data by Pearson’s empirical distributions includes the following steps:

– determine the first four selected moments used for calculating the asymmetricity coefficient E1, peakedness

coefficient E2, and the coefficient k:
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– pick out the most appropriate distribution in the plane of variables E1 and E2;

– calculate the values of parameters a0, b0, b1, and b2 of differential equation (1) in conformity with (2);

– set up and resolve the system of equations to determine the parameters of Pearson’s empiric distribution.

The main disadvantages of the Pearson method are as follows: (a) the estimation errors of the moments of

experimental data grow together with so-called “tails” of empirical distributions; (b) we can perform an approximation of
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