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An optimal and a quasi-optimal algorithm for filtering mixed Markov processes 
in discrete time, in which the discrete component is a Markov chain while the 
continuous component consists of sections of Markov sequences, are synthesized. 
Using the criterion of minimum a posteriori risk, a Bayes decision rule is ob­
tained for one form of the loss function. The well-known and the quasi-optimal 
filtering algorithm synthesized here are compared using statistical modeling on 
a computer. 

Mixed Markov processes are widely used to describe stochastic objects with a random 
structure. In [1,2], the problems of filtering discrete-continuous Markov processes and 
processes with a random structure in continuous time are solved. The filters synthesized 
relate to the class of devices with decision feedback. 

Processes in discrete time, in which the discrete component is a Markov chain while 
the continuous component consists of sections of Markov sequences are an important class 
of Markov processes. One of the methods of synthesizing optimal algorithms for filtering 
these processes is considered in [3]. The optimal filter synth~sized in that paper re­
lates to the class of devices with an increasing memory. The quasi-optimal filtering al­
gorithm is obtained as a result of a Gaussian approximation of the a posteriori probability 
density of the continuous component of the .mixed Markov process. 

In this paper, using the theory of conditional Markov processes [1], we synthesize 
recurrent optimal and quasi-optimal algorithms for filtering mixed Markov processes in 
discrete time. 

To synthesize the algorithm using the proposed method one can use the following equa­
tions, which describe a mixed process in discrete time: 

:e (k) == F [:e(k- 1), A (k)] + G [A (k)) w(k); 

g (k) = Tt [:e(k), B (k)) + C [B (k)l "(k), 

(1) 

(2) 

where x(k) is an N1 -dimensional continuously valued vector, A(kl, B(k) are the Markov 

chains with states a1,j=l,M1,bm,m=l,M2 and transition matrices D),(k, k-1), i, j=l,M1 , D~(k, 

k-1), n, m= l , M 2 , respectively, F[·] ·is an N
1
-dimensional vector-valued. function, G[·] is a 

matrix with dimensions N1 x N 2 ; w(k) is an N
3
-dimensional uncorrelated Gaussian sequence 

with zero expectation value and correlation matrix Q(k), y(k) is an N2-dimensional mea­

surement vector, h[·] is an N
3
-dimensional vector-valued function, C[·] is a matrix of 

dimensions N3 :.< N3; o(k) is an N
3
-dimensional uncorrelated Gaussian sequence with zero ex­

pectation value and correlation matrix R(k). 

Following the method proposed in [1], we will denote the joint probability densi ty 
of the mixed process by P(:e(l.!), A(k)=a1, B(k)=bm)· The quantity P(:e(k), A(k}=a,. B(k)=bm)d:e(k) is 

equal to the probability of simultaneously satisfying the conditions :e(k)E(:e(k), :e(k) + d:e(k)), 
A(k)=a"B(k)=bm. The Markov chain B(k) is independent of the processes x(k) and A(k), and 
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